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ABSTRACT

The history of axiomatic measurement of perceived risk of uni-dimensional risky
choice alternatives is briefly reviewed. Experiments 1 and 2 present data that
distinguish between two general classes of risk functions (those that assume that
gain and loss components of an alternative combine additively versus
multiplicatively) on empirical grounds. The most viable risk model on the basis of
these and other results is described. Experiment 3 presents data that call into
question the descriptive adequacy of some of this risk model’s assumptions, in
particular the expectation principle. Suggestions for possible modifications are
made.
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The role of perceived risk on judgment and choice has been investigated in a variety of areas such as
psychology (¢.g., Coombs, 1969), marketing (Bettman, 1973), and economics (Markowitz, 1959: Libby
and Fishburn, 1977). Confidence in expected utility models (the longstanding normative theory of risky
choice) as a descriptive model of choice has slowly eroded in the face of evidence of its shortcomings
(e.g., Schoemaker, 1982; M. Weber and Camerer, 1987). This has led researchers in the decision sciences
to a searchfor additional variables responsible for preference.

One promising candidate has been the familiar, but ill defined, concept of risk. Theories of choice
that incorporate risk as a central concept have not achieved wide acceptance because of the absence of a
descriptively adequate measure of risk. Consensus is nevertheless growing that people may base their
decisions on qualitative aspects of choice alternatives separate and/or orthogonal to expected utility.
These aspects may be captured by the label ‘risk’. Weber, Birnbaum, and Anderson (1988), for example,
suggest that people encode and combine probability and outcome information in qualitatively different
ways when judging the attractiveness of a choice attractiveness (with greater emphasis on the
alternative’s positive aspects) than when judging the same alternative’s riskiness (with greater emphasis
on negative components). Decision or choice might then be modeled as a function of two such con-
structs. A similar idea underlies Coombs’ (1972) characterization of choice as a conflict between greed
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and fear. Dyer and Sarin (1986) illustrate how the explicit inclusion of risk into decision models can
explain many of the paradoxes of traditional utility theory,

In addition te affecting choice directly in the evaluation-of-alternative stage, perceived risk of
decision alternatives may also affect further information acquisition {e.g., by acquiring more
information about alternatives perceived as riskier). Thus, perceived risk may affect choice indirectly
via qualitatively and/or quantitatively different information search. Schwartz and Griffin (1986)
summarize the evidence of such effects of risk perceptions on preference in medical decision making.

There is, however, little agreement on a definition of nisk. Decision making under risk (or risky
choice) refers {0 choices among aiternatives that can be described by probability distributions over
possible outcomes. An additional assumption, often made implicitly, is that at least one of the possible
outcomes ought to be undesirable, or at lzast less desirable than the others for risk te exist. In the case
of social or technological risks, undesirable usually means some threat fo life, kealth, or welfare
(Fischhoff, Lichtenstein, Siovic, Derby and Keeney, 1981, p. 2). For financial risks, undesirable can
mean a loss or a return below aspiration level (Fishburn, 1977; Kahneman and Tversky, 1979).

Researchers do not agree on the relative importance of the uncertainty of ouicemes versus the
undesirability of outcomes in determining subjective risk. Fishburn (1982) emphasizes the latter by
assuming that any lottery that has no possibility of a loss has zero risk. Similar emphasis on the
undesirable outcome aspect of risk comes from the psychological research on risk perception (Fisch-
hoff, Slovic and Lichtenstein, 1982; Johnson and Tversky, 1984; Viek and Stallen, 1981) which seeks to
identify underlying dimensions of ‘badness’ (e.g., degree of voluntariness, disaster poteatial) perceived
by people in social or technological risks.

Other researchers, particularly econormists, emphasize the uncertainty of cutcomes aspect of risk.
Rothschild and Stiglitz (1970) use the terms ‘riskier’, ‘more variable’, and ‘more uncertain’ inter-
changeably. Kaplan and Garrick (1981) combine both aspects in their symbolic equation ‘Risk =

" Uncertainty + Damage.’

This paper addresses the measurement of the perceived riskiness of choice alternatives that can be
conceptualized as ‘lotteries’ or ‘gambles’, i.e., alternatives that have a known probability distribution of
possible outcomes, where the cutcomes can be described on a single dimension (e.g., dollar amounts or
return on investment for financial ‘gambles’, or mortality rates for medical treatment ‘gambles”). Psycho-
logical risk dimensions of the type discussed in the last paragraph are not considered in this research
area, mainly because the alternatives that are being compared would ail rate quite similar on such
dimensions as voluntariness of exposure or ‘dread’”. The basic question in this area of research is how
people combine the objective probability and outcome information to arrive at judgments of ‘riskiness’
for different alternatives. To the extent that people’s perceptions of the riskiness of choice alternatives
differ, a measurement model of perceived risk should be able to capture individual differences while
attempting to account for between-subject similarities in judgments at the same time.

Measurement in this area has tended to be ‘axiomatic’ or foundational. That is, risk measures are
mathematically deduced from a set of plausible qualitative assumptions (axioms) regarding properties
of the construct under study (i.e., perceived risk). The advantage of an axiomatic measurement model is
that evaluation of its empirical adequacy is not limited to goodness-of-fit measures which have well-
documented inadequacies {Birnbaum, 1973). Instead, the model can also be evaluated by testing
whether the qualitative properties or axioms are empirically satishied. Tests of model axioms are not
only more sensitive than goodness-of-fit measures, they also identify the locus of inadequate model fits
and thus provide the basis for model revisions (i.e., by replacing an assumption that is empirically
falsified with a more appropriate alternative). Examples of this approach are discussed in more detail
below.

The next section provides a brief review of developments in this area over the last 20 years. This is
followed by an account of three experiments. Experiments 1 and 2 successfully discriminate between
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two general classes of risk models, Experiment 3 calis into question the descriptive adequacy of some of
the assumptions of the currently most viable risk measure in this domain.

MEASUREMENT OF SUBJECTIVE RISK

Portfolio theory {Coombs, 1969, 1975) was the first psychological theory of choice that incorporated
risk as an explanatory variable. When Coombs developed the theory, he left the nature of risk itself
undefined. Prompted by portfolio theory, several researchers attempted to develop an independent
measure of risk.

and Bowen (1971a), however, showed Pollatsek and Tversky’s risk measure to be empirically in-
adequate. By using transformations on gambles that lsft €xpectation and variance unchanged, they
found that risk varied systematically with the skewness of a gambie,

Subsequent approaches to the problem of risk measurement considered how certain transformations
of a risky choice alternative or gamble (e.g., changes of scale — multiplying all outcomes by a constant,
or changes of origin — adding or subtracting a constant amount from all outcomes) affected people’s
perceptions of its riskiness {Coombs and Bowen (1971a, b), Coombs and Huang (19703, b), Coombs
and Lehner (1981)). Luce (1980, 1981) took this approach one step further by deriving some risk

Weber (1984a) found Luce’s first choice point between an additive or multiplicative effect of a change
of scale on risk to be indeterminate. For Luce’s second choice point regarding integration of prob-
abilities and outcomes into a single risk value, the assumption of the density undergoing a
transformation before integration leads to risk functions that are insensitive to change of origin of the

Bottom (1988).
The resulting risk function, R, is called CER for Conjoint Expected Risk:

RX) = APr(X = 0) + A,Pr(X > 0) + A-Pr(X < 0)
+ BE[X|X > 0]Pr(x > 0) + B-E[IX|*[X < 0] Pr(X <0).

Thus, the perceived risk of ‘gambie’ X is a linear combination of the probability of breaking even (zero

I
B
i



116 Journal of Behavioral Decision Making Vol. 2, Iss. No. 2

outcomes), the probability of positive outcomes, the probability of negative outcomes, the conditional
expectation of positive cutcomes raised to some power k., and the conditional expectation of negative
outcomes raised to some power k- with k. and k- > 0, Parameters Ao, A+, A-, B, and B. are weights on
the respective components. ‘

A nice feature of the CER function is that it retains the benefits of expectation models, namely a
constant number of parameters regardless of the number of outcomes, a property that is not shared by
risk dimension models of the kind suggested by Payne (1973). Fits of the CER function to perceived
riskiness judgments of monetary gambles are reported in Weber (1988). The CER function also does
well in an evaluation against other empirical evidence regarding subjective riskiness. Coombs and
Bowen (1971b) reported that when two gambies are convolved, the risk of the resulting gamble is not an
additive function of the risk of the two component gambles. This fact was an additiona! strike against
Pollatsek and Tversky’s (1970) risk function and eliminated Coombs and Huang’s (1970a) pelynomial
model of perceived risk because both models predicted additivity. It is easy to see that the CER function
does not predict such additivity.

Another instance where CER seems to provide a superior prediction of empirical phenomena is the
effect of a change in expected value on risk. One of Coombs’ (1972) assumptions about risk was that
relative risk order remains unaffected by changes in expected value. Payne, Laughhunn, and Crum
(1980, 1981) on the other hand, brought about reversals in relative risk by increasing the expected value
of two gambles by the same amount, With the right choice of parameters, CER predicts such reversals.

ADDITIVE vs MULTIPLICATIVE COMBINATION OF GAINS AND LOSSES

One basic difference between classes of risk functions is the way positive and negative components of a
choice alternative are assumed to combine. A central characteristic of the CER model is its additivity in
the contributions of a gamble’s positive components (gains) and its ne gative components (losses). In this
respect the CER function is a special case of the bilinear risk model suggested by Coombs and Lehner
(1984) and Huang’s expected risk function (1971a), all of which postulate an additive combination of
gains and losses (i.e., gains reduce risk to an extent that does not depend on the magnitude of the
losses). This assumption is in direct contrast to the approach taken by Fishburn (1982) who derives
—from a large set of elementary axioms — a set of risk functions that are all multiplicatively separable
in gains and losses (i.., gains affect risk by modifying the effect of losses, and every gamble with no
chance of a loss is regarded as nonrisky).

Coombs and Lehner (1984) developed a test for the additivity of positive and negative components.
However, their results were somewhat equivocal and perhaps open to alternative explanations. {(See the
discussion in the Appendix of Weber (1984a}). Birnbaum (1974, 1982) suggests to discriminate between
an additive and a non-additive representation using difference judgments. Assume that a gamble is
described by a positive component or gain, P, and a negative component or loss, N. If P and N combine
additively to determine risk, i.e,, R{P:N)) = P: + N, the difference-in-risk judgment for pairs of lotteries
that differ on one component (e.g., N) should not depend on the value of the other component if that
component is the same for both members of the pair;

DifffR(PiN), R(PIN2)} = J(P, + Ny — Py - Ny) = J(N; - N2}
' =J(P2+N1—~P2—N2):
Diff{[R(P:N)), R(P:N2)}

where J is an monotonic response judgment function. This equality wiil not hold if P and N combine
non-additively.
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EXPERIMENT |

Experiment 1 was designed to discriminate between additive and non-additive combinations of positive
and negative cutcome contributions for the judgment of perceived riskiness.

Method

COne of three positive components for a gamble was factorially combined with one of three negative
components to form nine gambles as shown in Exhibit 1. The positive and negative components were
selected to provide a variety of payoff values ranging from low to high. One of the negative and one of
the positive components consisted of a single cutcome. The others consisted of two ouicomes. Their
combination thus resulted in two-, three-, or four-outcome lotteries. Lotteries will be referenced by the
positive and negative components from which they were constructed, for example PIN3,

Pl: (+355, .40) NI1: (-5195, .60)
P2: (+812, .25; +85,.15)  N2: (-399, .20; -845, .40)

" P3: (+5160, .10; +880, .30) N3: (-S17, .30; -$8, .30)
Pa: (+5210, .40) N4: (-$63, .60)

P5: (+8110, .15; +835, .25)  N5: (-5240, .2; -31335, .40)

Exhibit I. Positive (P1-P5) and negative (N1-N3)
_ component of lotteries. The factorial combination of P1-
" P3 and N1-N3 formed the nine stimulus lotteries of
Experiment 1. The factorial combination of P1-P5 and
N1-N5 formed the 25 stimulus lotteries of Experiment 2

All 36 possible pairwise comparisons of the 9 stimulus gambles were presented to cach of 14
participants who were undergraduates at the University of Iilinois fulfitling a credit requirement for an
introductory psychology course. Order of lotteries within each pair and order of pairs were random.
Lottery pairs were presented in a questionnaire booklet, one pair per page, and were represented as
follows. Outcomes were listed in increasing order from left to right. Monetary cutcomes (losses in-
dicated by a minus sign) appeared above the respective probabilities. The prebabilities of cutcomes
were depicted by a proportionate number of X's as well as by their numerical values.

Students first judged which lottery of a given pair was riskier, then rated the difference in risk on a
numerical scale from 0 (*no difference at all, i.e., identical in risk") to 100 (extremely different in risk”).
Risk was left intentionally undefined, except for emphasizing to students that they were to judge
differences in risk and not in preference or desirability. Nobody found this distinction difficult.

A set of six practice trials familiarized subjects with the task as well as with the range of items they
would encounter in the experiment. The experiment was replicated with the same subjects once more on
the same day and twice more, two days later. '

Analysis and resuits

In order to differentiate judgments that gamble A is riskier than gamble B from judgments that B is
riskier than A, the risk difference ratings were recoded as negative values for all those cases where a
subject judged B to be riskier than A. A repeated measures one-way analysis of variance was performed
on subject’s difference ratings (a separate analysis for every subject) with the 36 lottery pairs as levels of
analysis.
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For Birnbaum’s difference test, the hypothesis of additivity of positive and negative components
predicts equality of risk difference ratings for certain lottery pairs. Specifically, these were three subsets
of three pairs each that differed on the negative component but had the same positive component and
three subsets of three pairs each where the opposite was true, To maintain a reasonable family-wise Type
I error rate, two different procedures (Least Significant Difference, 1.SD, and the Scheffé test), were
used to conduct the pairwise comparisons.

Exhibit 2 summarizes the percentage of pairwise comparisons which were significantly different from
each other (and thus constitute violations of additivity). The results convincingly favour additivity.
Using the least-significant difference procedure which {for multiple comparisons) strongly biases the
results towards rejecting the null hypothesis (i.e., towards rejecting additivity), there are only a small
numober of violations of additivity (8.6% and 1.6% across subjects for the ‘negative’ and ‘positive’.
comparisons, respectively). Most subjects had a violation rate of 0% to 5%. Using the Scheffé proce-
dure, which is less biased towards rejecting the null hypothesis, no subjects showed any violations of
additivity, thus providing evidence that the violations detected with the LSD procediure were not very
severe. In combination, these results confirm Coombs and Lehner’s (1984) conclusion of additivity of
positive and negative components. The data seem to rule out Fishburn’s (1982) multiplicatively
separable risk functions on empirical grounds.

LSD procedure® Scheffe procedure®
Experiment N NEGATIVE® POSITIVE® NEGATIVE POSITIVE®

i i4 M = 8.6% M=16%0 M =09 M=09%
($=63%  (S=39%)  (S=0%) (S = 0%)

2 3% M=1439 M=13.8% M=20% M=19%
(S = 6.9%) {5=6.5%) (S =4.5%) (5 =4.2%)

> 36 M=118% M=104%  M=049 M = 0.3%
(8=51%)  (S=47%) (5=13%)  (S=12%)

* Least significant difference procedure, i.e., '.975:108 VMSE(1/4+ 1/4) for Ex-
periment 1 and '.975;1500 \/MSE{1]6 + 1/6) for Experiment 2, least conservative
procedure for multiple comparisons in the sense that it will most likely result in

rejection of the null hypothesis of equality radditivity).

® Scheffé procedure, ie., 3 F.95,35,108 \/fﬁSE(IM + }/4) for Experiment | and 5
F.95:299,1500 / MSE(1/6 + 1/6) for Experiment 2, multiple comparison procedure
less biased towards rejection of the null hypothesis of equality {additivity).

¢ Compared pairs of risk difference judgments came from lotteries that differed on
the negative component but had the same positive component.

¢ Compared pairs of risk difference judgments came frem lotteries that differed on
the positive component but had the same negative component,

* Subset of 36 subjects, excluding three subjects with a larger number of violations.

Exhibit 2. Results of tests of additivity of a lottery’s negative and positive
components in their effect on subjective risk using the least significant difference
(LSD) and Scheffé multiple comparison procedures. Table lists the mean (M)
percentage of violations across the individual subjects’ test and corresponding
standard deviations (S)



E U Weber and W. P. Bottom Axiomatic measures of perceived risk 119

EXPERIMENT 2

Experiment 2 is a replication of Experiment | which uses a different procedure to determine the
difference-in-risk data necessary for the additivity analysis. In Experiment 1, subjects judged the
difference in risk between two Iotteries directly. Pairs that entered the additivity anaiysis were those that
had one common component (gither positive or negative). It is possible that subjects would ‘edit out’
(i.e., ignore) those common components and base their difference in risk judgment entirely on the values
of the other {differing) component. Such behavior would give the appearance of additivity of positive
and negative components, but in fact does not speak to the issue of how the two compenents are
combined when they are both being considered.’ Experiment 2 was designed to test this hypothesis.

Method ‘

In this experiment, 39 participants (from the same pool as in Experiment 1) were asked to rate the
riskiness of individual lotteries. Risk differences between pairs of lotteries were subsequently computed
as the difference in risk judgments for the individual members of the pair. Ratings of risk for individual
lotteries (rather than difference ratings between all possible pairs) allowed us to use a larger number of
items. The five positive components of Exhibit 1 were factorially combined with the five negative
components to form 25 lotteries.

Subjects rated the riskiness of these lotteries which were presented individually and in a random
order. Instructions and presentation format of lotteries were similar to those of Experiment 1. The
experiment was replicated with the same subjects twice more on the same day and three additional
times, two days later.

Analysis and results

For each of the 39 participants and for each replication of the experiment, risk differences for all
possible (3) = 300 pairs of lotteries were computed as the difference between the risk judgments given for
the members of a pair. This was done separately for all 6 replications. A repeated mMEasures one-way
analysis of variance was performed on each subject’s difference ratings with the 300 pairs as levels of
analysis, o :

The additivity hypothesis predicts equality of risk difference ratings for ten subsets of ten pairs each
that differ on the negative component but have the same positive component and for ten subsets of ten
pairs each where the opposite is true. Exhibit 2 summarizes the percentage of pairwise comparisons
which were significantly different from each other (and thus constitute violations of additivity). As in
Experiment 1, the evidence argues in favor of addivitity, thus ruling out the possibility that ‘editing’ of
common components was responsible for the result,

Using the least-significant difference procedure, subjects show an average violation-of-additivity rate
of 14.3% and 13.89 for ‘negative’ and ‘positive’ comparisons, respectively. A large part of this average
violation rate is attributable to three subjects (54, 817, and $22). Exhibit 2 lists violation rates both with
and without those subjects. Using the Scheffé procedure (less biased towards rejecting the null
hypothesis of additivity), violation rates again dropped dramatically, indicating that most of the
violations detected with the LSD procedure were not very severe.

Ratings of risk (averaged across all 39 subjects) are plotted in Exhibit 3 for the 25 stimulus lotteries
as a function of their positive and negative component, Each line connects lotteries that have the same
negative component but different positive components. Positive components are ordered along the
abscissa by the size of their marginal risk ratings. For the across-subjects ratings of Exhibit 3, the

'We thank Jerry Busemeyer (personal communication, August 7, 1987) for pointing out this possibility.
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relative (increasing) order of positive components with respect to risk was P4, P3, PS5, P1, and P2. The
relative (increasing) risk order for negative components was N3, N4, N2, N1, and N5. Additive separ-
ability implies parallel lines. With the exception of the lowest and the highest data point (possibly floor
and ceiling effects), the data clearly support additivity. _

Plotting the risk ratings of individual subjects provides a similar picture. The plot for Subject 33 in
Exhibit 4 is representative for most of the subjects. The risk order of negative components was identical
for ali subjects. There was some variability in their ordering of positive components with respect to risk.
(Mainly in the reiative order of P3, P4, and P5.) Exhibit 4 also shows the risk ratings for the three
subjects (817, S4, and §22) who contributed most of the violations to the additivity analysis. For
intermediate risk values, even their plots show a Jot of paralielism. There certainly is no evidence of a
multiplicative combination of components as postulated by Fishburn (1982),

Direct Ratings of Risk: All Subjects
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Exhibit 3. Mean risk ratings averaged across subjects for 25 stimulus lotteries
plotted as a function of positive and negative components
Circle = N5; Triangle = Ni; Square = N2; Star = N4; Diamond = N3

EXPECTATION PRINCIPLE FOR RISK

In light of Experiments 1 and 2, the conjoint expected risk (CER) model and Coombs and Lehner’s
(1984) bilinear risk model appear to be the most viable models of perceived risk. The CER model can be
considered a generalization of the bilinear risk model as the latter applies only to two-outcome lotteries,

One of the axioms on which the CER model is based (see Luce and Weber (1986)) is the assumption
that risk judgments satisfy the regularities of a mixture space (see, Fishburn, 1970). Therefore, the risk
of a choice alternative that is a (probability) mixture of components X and Y is equal to R{X o, Y)=
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Exhibit 4. Individual subject risk ratings averaged across six replications for 25 stimulus lotteries plotted as a
function of positive and negative components. Legend as in Exhibit 3

PR(X) + (1-p)R(Y), where pis the probability with which X can be expected to occur in the compound
gamble X o, Y. This axiom (henceforth referred to as the expectation principle) was first proposed for
risk by Huang (1971a).

When applied to preference, the assumptions of a mixture space lead to the well-known expected
utility representation. In the preference of choice domain, some of the mixture space assumptions have
been found to be empirically inadequate. One early demonstration of violations of the expectation
principle for preference was the commeon ratio test described by Allais (1953), generally referred to as
the Allais paradox. Subjects in the common ratio test often viclate the substitution axiom which asserts
that if gamble X is preferred to gamble Y, then any {probability) mixture X op £ must be preferred to Y
op Z, regardless of the particular value of D or component Z.

In the domain of risk judgments, a number of empirical studies have reported data in which the
expectation principle was satisfied (e.g., Aschenbrenner, 1978; Coombs and Bowen, 1971b; Huang,
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1971b). However, Keller, Sarin, and M. Weber (1986) reported significant violations of the expectation
principle. In close analogy to the stimuli used by Allais {(1953), they designed six pairs of lotteries (an
example is shown in Exhibit 5) consisting of three ‘original pairs’ and three “transformed pairs.” In the
original pairs, the “WP* lottery has the worse probability of loss whereas the “WL’ lottery has the worse

possible loss. The transformed pair of lotteries is constructed by taking a P probability of getting the .

original lottery and a {(1-p) probability of getting $0. To be consistent with the expectation principle,
WP’ should be riskier than WL’ in a transformed pair of lotteries if and only if WP was Jjudged riskier
than WL in the corresponding pair of original lotteries.

Keller et al. (1986) found that only about one-third of the risk comparisons provided by U.S. and
German business graduate students (total N = 70} were consistent with the expectation principle.

Furthermore, the pattern of viclation was systematic, such that for pairs with high probability of loss’

(the ‘original’ pairs), the gamble with the worse probability of loss was considered riskier, whereas for
pairs with low probability of loss (the ‘transformed’ pairs), the gamble with the higher loss amount was
judged to be riskier.

Original Pair Transformed Pair
" © (High probability of loss) (Low probability of loss)

WP: [ 5%, $0; 95%, -$300] WP*: [90.50%, $0; 9.5%, -$300]
WL: [25%, $0; 75%, -$400] WL" [92.5%, $0; 7.5%, -34007

Exhibit 5. Sample of stimulus pairs used by Keller, Sarin and
Weber (1986) to test the expectation principle

As discussed by Luce and Weber (1986), the Allais paradox is only an indirect indictment of the
substitution principle (or monotonicity assumption, as it is called in the axiomatic mmeasurement
literature). (See also Weber and Bottom (1988) for further discussion.) It may well be that the
substitution principle or monotonicity per se holds, but the people employ subjective probabilities that
are nonlinear functions of the stated probabilities when estimating subjective risk. Experiment 3 was
designed to replicate and expand Keller er al’s (1986) investigation of the applicability of the
expectation principle for risk judgments.

EXPERIMENT 3

Method
Seventeen undergraduates from the University of Hllinois participated for credit in an introductory
psychology class. To compare viclations of the expectation principle for risk to violations for preference
{ie., the Allais paradox, which has been investigated using mainly positive outcome lotteries), we
created parallel positive and negative outcome sets of lottery pairs (i.e., in one set of lottery pairs all
outcomes were positive, while the other set contained the lotteries where every gain was replaced by a
loss of equivalent size). The positive and negative outcome ‘sets consisted of the six lottery pairs
employed by Keller et al. (1986), the four lottery pairs used by Kahneman and Tversky (1979, [Problems
3and 4, 7 and 8]) as well as 18 lottery pairs used by MacCrimmon and Larsson (1979) to investigate the
substitution principle for preference.

For the MacCrimmon and Larsson (1979) pairs, one member consisted of outcome 0, with pro-
bability P, and zero outcome otherwise; the other member was constructed as outcome 01 multiplied by
factor F with probability 4P/5, and zero outcome otherwise. Three levels of P (1.0, 0.75, 0.05), three
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levels of 0 (810, $100, and $1000), and two levels of F (1.5 and 3) were orthogonally combined to create
the 18 pairs. Pairs equal in 0; and F but differingin P(e.g., P and P") are equivalent to the ‘original’ and
‘transformed’ pairs of Keller e al. (1986), in the sense that one can be considered as arising from a
probability mixture of the other, with zero outcome otherwise, where the p of the probability mixture is
equal to the ratio P’/ P, where P < P".

For the six 0, by F combinations, two Allais-type comparisons were made, those from 2 = 1.0 to P’ =
0.05 and those from P’ = 0.75 to P = 0.05. This makes for 12 Allais-type comparisons for both the
positive and the negative outcome set. There were two comparisons for the four Kzhneman and Tversky
(1979) item pairs, and three for the six Keller et al. {1986) item pairs.

Participants were asked to compare all 56 lottery pairs (28 each for the positive and negative outcome
set) with respect to risk (*Which lottery is riskier?’) and with respect to preference (‘Which lottery would
you prefer to play if you had to play one?”). The same individuals gave pairwise comparisons of the
relative riskiness and preferability of all positive and all negative lottery pairs (ie., a completely
within-subject design). For every rating {e.g., ‘Lottery A is riskier’), subjects also provided an index of
the degree to which they judged the chosen lottery riskier or more preferable than the other {on a
numerical rating scale ranging from 0 [equally preferable/risky] to 100 [extremely different in
preferability/ risk]). '

The order of pairs within the list and the order of lotteries within a pair were randomized. Lotteries
were represented as described in Experiment 1, with probabilities shown both graphically and
numerically. Keller et al.’s graphic tepresentation of probabilities employed chance wheels, whereas we
used a proportionate number of X’s. The two representations appear similar in the extent to which they
reveal (or rather fail to reveal) the common-ratio aspect of the stimulus pairs.

Results

Exhibit 6 shows the percentages of judgments from a total of 17 subjects that were consistent with the
expectation principle. This is further broken down separately for risk and preference comparisons and
for the three ‘classes’ of stimuli. It is obvious that violations occur in both risk and the preference
domain.,

With the exception of risk Jjudgments for positive outcome lotteries, only slightly more than half of all
risk and preference judgments are consistent with the expectation principle. We do not have a ready
explanation for the apparent reduction of violations in the risk judgments for positive outcome
lotteries. One possible explanation could lie in the greater between-subject agreement in risk ratings for
the positive than for the negative domain (the standard deviations in risk difference ratings tend to be
smaller) which may lead one to infer that within-subject agreement may also be higher. The reason for
this may be that for mixed or negative outcome lotteries, the two definitions of risk discussed in the
introduction (risk as loss, and risk as uncertainty or varizbility of outcomes) are both present (and
perhaps competing). For positive outcome lotteries, however, only the latter definition is relevant and
thus greater consistency might be expected. At present time, this is pure speculation. Furthermore, an
elaboration of the CER model incorporating the concept of aspiration level as an outcome evaluation
reference point (see Weber and Bottom, 1988) would introduce ‘losses’ as deviations from aspiration
level even for positive outcome lotteries.

Keiler e al. (1986), using a sample of business graduate students for risk judgments in the negative
outcome domain, found somewhat more violations of the expectation principle (69%) than this study
with its sample of undergraduates (489%). One possibie explanation for this could be differences in the
visual representation of the lottery stimuli, as found by Keller (1985) for violations of the substitution
principle for preference judgments.

Kahneman and Tversky (1979) and MacCrimmon and Larsson (1979) unfortunately do not report
the percentage of pairs of judgments consistent with the expectation principle in their studies. {(They
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% Ratings Consiszent with Expectation Principle for RISK

Tters
Outcomes MacCrimmon Kahneman and Tversky Kelier ez o Combined
NEGATIVE 550 48% 53% (31%) 549,
POSITIVE 0% 72% 67% 0%

% Ratings Consisiens with Expectation Principie for PREFERENCE

Items
Outcomes MacCrimmon Kahneman and Tversky Kellerer @/ Combined
NEGATIVE 63% 3% 36% 55%
POSITIVE 55% 53% 33% 539

* Figure in brackets is corresponding result reported by Keller, Sarin, and Weber
{198%).

Exhibit 6. Resuits of test of expectation principle for risk and preference for positive-
outcome and negative-outcome gambies.

only tabulate the percentages of choices (i.e., preferences) of either alternative in the two comparison
pairs, from which violation of the expectation principle cannot be calculated). However, in their
discussion, Kahneman and Tversky (1979) put the number of violations (for preference judgments in the
positive and in the negative outcome domain) at ‘less than 50%’ which agrees well with the violation
rates obtained in this experiment.

Thirdly, the data suggest that the expectation principle may be less often violated for risk than for
preference. A sign test of the number of violations (across subjects) for risk compared to the number of
violations for preference for the 34 comparisons is marginally significant at the .08 level. When broken
down into negative and positive outcome set comparisons, there is no significant difference in the
number of violations for risk over those for preference for the negative outcome set comparisons. There
is, however, a highly significant effect (p < .005) for the positive outcome set, where violations for
preference judgments exceed those for risk judgments.

Other questions te which the data speak are the following: (a) Are there patterns of violations, in the
sense that certain item pair comparisons clicit more violations than others? (b) Are there individual
differences in the frequency or the pattern of violations? (¢) Do viclations of the expectation principle
co-occur for risk and for preference judgments (i.e., when a comparison shows a violation for, e.g.,
preference, will a violation for risk be more, less, or equally likely)?

The answer to the first two questions is essentially negative for the range of variables in our data. No
systematic individual differences in violations of the expectation principle were found for either
preference or risk comparisons. The MacCrimmon and Larsson items allow us to examine the effects of
outcome size (01), transformation from certain outcome to uncertain outcome (1.0 to 0.05) versus from
uncertain outcome to smaller uncertain outcome (0.75 to 0.05), and gain or loss domain, on violation
frequency for risk or for preference.

Aside from a main effect of domain {more violations in the loss that in the gain domain (see Exhibit
6), none of the factors affected violation frequency for risk comparisons. For preference comparisons,
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there was no main effect for gain versus loss domain, and no effect of outcome size, There was,
however, a marginally significant effect of the probability manipulation (» <0.06).
Violations occurred more frequently when the original pair contained one member that was.a certain

Co-occur with those for preference choices. Out of a possible total of 289 violations of the expectation
principie in the negative stimulus set (Le., 17 comparisons by 17 subjects), only 69 (or 24%) were
co-occurrances (i.e., both risk and preference judgments showed violations. Given a violation rate for
46% for risk and 45% for preference (see Exhibit 6), one would expect 219% co-occurrences by chance
alone. The corresponding figures in the positive stimulus set are 4] Co-occurrences (or 14%,). Given a
violation rate of 30% for risk and 47% for preference, 149, €o-pccurrences is exactly what one would
eXxpect by chance alone. Thus, the evidence seems to indicate that violations of the expectation principle
for risk are independent of those for preference. This result also holds when one analyzes the data at the
individual item or individual subject level,

Stimulus Domain

Negative outcomes Positive outcornes

Type of Violation
same direction 20 1
opposite direction 49 40
Total: 69 4]

Exhibit 7. Contingency table of frequency of cormparisons for
which expectation Principle was violategd simultaneously for risk
and preference judgments as a function of stimulus set (negative vs.
positive outcome domain) and of type of violation (in same
direction for risk and preference, or into opposite directions)

Studying the relationship between risk and preference decisions, provides one with a novel and
perhaps more direct way of assessing an individual’s ‘risk attitudes’. Historically, risk attitudes have
been derived indirectly from the shape of utility functions. The Arrow-Pratt (Arrow, 1971; Pratt, 1964)
measure of risk attitude, for example, is defined as -u”/u’ where v’ and u” are the first and second
derivative of the utility function, respectively. A concave utility function is seen as evidence for ‘risk
value of a lottery), whereas a convex utility function is evidence for ‘risk seeking.” Thus ‘rsk attitudes’
are descriptive but redundant labels for the shape of utility functions. Dyer and Sarin (1982, 1986)
describe a measure of ‘relative risk attitude’ which Separates strength of preference for outcomes from
attitudes towards uncertainty {(which are confounded in the Arrow-Pratt measure). This distinction is
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Experiment 3, we can assess risk attitudes in this way. (iiven a set of pairs of lotteries (e.g., the positive
outcome or negative outcome set with 28 pairs each), individuals who consistently select/ prefer the
member of the pair that they judge to be riskier (less nisky) will be labelled ‘risk secking’ (‘risk averse’).
Those individuals whose preference selection does not follow from their risk selection will be labelled
‘risk neutral.’

The relationship between risk and preference selection was assessed with a binomial test (Ho:
probability of risk/ preference reversal = 0.5) separately for the gain and loss domain and for each of the
17 subjects. Given 28 lottery pairs and a Type L error level of 0.03, the critical values for Y, the number
of pairs for which a different member is selected when Judging preference than when judging riskiness,
are ¥ <= 8 for risk seeking behavior and ¥ >= 20 for risk averse behavior, Intermediate values of ¥ are,
of course, evidence in favor of the null hypothesis, i.¢., of risk neutrality. The results of this analysis are
summarized in Exhibit 8.

Consistent with prospect theory assumptions, there are more individuals with risk averse or risk
neutral behavior in the gain domain than in the loss domain. Somewhat contrary to prospect theory
and more in line with data presented by Cohen, J affray, and Said (1987) however, not every individual
with risk averse attitudes in the gain domain becomes risk seeking in the loss domain. Risk seekers,
while more frequent in the loss than in the gain domain, are in the minority even in the loss domain.

Loss domain attitude

Risk averse  Risk neutral Risk seeking
Gain domain

atitude:
Risk averse 4 3 1 |8
Risk neutral 5 2 |8
Risk seeking I 0 0 |11
Total 6 8 3

Exhibit 8. Number of subjects with particular risk attitudes in gains and
loss domain inferred from relationship between preference and risk
judgments

Further evidence of the prevalence of risk averse attitudes (and the differential in prevalence in the
loss and gain domain) comes from an analysis of the types of violations of the expectation principle for
risk and for preference decisions. Violations can be of two types: Member A is selected in the ‘original’
pair and member B in the ‘transformed’ pair (type A/B) or vice versa (type B/ A). These two types of
violations could occur with different frequencies. However, these frequencies should not systematically
differ for risk and preference judgments unless there is a relationship between the two judgments. The
frequencies (summed across subjects and items) of violation types for the two types of judment are
shown in Exhibit 9, broken down by gain and loss domain as well as combined,

Chi-square tests of association between type of judgment and type of violation are significant in all
three cases (x* = 8.15, p < 005, for the combined data; x2 = 35.05, p < .001, for the gains domain; and ¥
= 4.02, p < .05, for the loss domain). Again the effect is more significant for the gains domain than for
the loss domain.
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Stimulus domain

Gains Losses Cormbination
Direction of
Violation: B/A A/B B/A A/B B/A A/B
Judgment
Risk 47 21 62 59 109 80
Preference 36 MR 81 46 117 4%

Exhibit 9. Contingency table of frequency of two types of viclations
for risk judgments 2nd for preference judgments (summed across jtem
pairs and subjects)

Unrelated to concern about the expectation principle, the data also speak to the current controversy
regarding the existence of prevalence of Kahneman and Tversky’s (1979) reflection effect between
positive and negative outcome sets (i.e., the choice of one member of a pair if the outcomes are in the
positive domain, but of the other member of the pair if the outcomes are transiated into the negative
domain). This type of reflection—reflections of preference between gain and loss domain—is different
from the reversals discassed in the last section, namely reversals within one domain between different
types of judgments (risk vs. preference).

Kahneman and Tversky’s claim of a general reflection effect was based on a between-subject analysis
of choice data. Within-subject tests subsequently conducted by Hershey and Schoemaker (1980),
Schreider and Lopes ( 1986), and Cohen, Jaffray, and Said (1987) generally have failed to find the effect
or found it to occur with much smaller frequency. The within-subject design of experiment 3, empioying
the same pairs of lotteries in the positive and in the negative outcome domain using risk as well as
preference, judgments, allows several ‘reflection’ analyses.

For any lottery pair, judgments (of risk or preference) either are reversed between the positive and the
negative outcome domain or they are not. If there is no relationship between the judgments in the
positive and in the negative domain (i.e., independence), the probability of a reflection is 0.5. Under the
‘reflection’ hypothesis, this probability is greater than 0.5, and under the ‘identical pattern’ hypothesis it
is less than 0.5.

The frequency of reflections can be tabulated both across subjects for the 28 item pairs and across
items for the 17 subjects. In both cases, reflection occurs reliably less frequently for risk comparisons
than for preference comparisons. (By sign test, for 23 out of the 28 items, P <.001, and for 14 out of the
17 subjects, p < .02). More informatively, the frequency of reversal between the positive and negative
domain can be tested for evidence of ‘consistency’, ‘independence’, and ‘reflection’ as defined above by
means of a binomial test (H.; probability of reversal = 0.5). This was done separately for risk and for
preference comparisons.

Given 28 lottery pairs and a Type 1 error rate of 0.0, the critical values for ¥, the number of pairs for
which a different member is selected in the gain than in the loss domain are ¥ <= 8 for the ‘consistency’
hypothesis and ¥ >>= 20 for the ‘reflection’ hypothesis, Intermediate values of Y are, of course, evidence
in favor of the null hypothesis of ‘independence.” The results of this analysis are shown in Exhibit 9. The
same analysis can be conducted on the reversal frequencies summed across subjects. Given 17 subjects
and a Type I error rate of 0.05, the critical values for Yare <=4 and >= 13. The results, cross classified
for risk and preference are also shown in Exhibit 10. '
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Item pattern Subject pattern
Risk Risk

R I C R I C

R 1 30|14 06 5 16

Preference I ¢ 23 1|24 6 5 4} 9

C 0 0 0] 9 6 0 212
1 26 1 o 10 7

Exhibit 10. Frequencies of ‘reflection’ (R), ‘independ-
ence’ (I), and ‘consistency’ (C) between gain and loss
domain for risk and preference judgrents. Frequencies
of patterns are for subjects (analyzed across the items)
and for iters (analyzed across subjects)

With cell sizes too small to permit meaningful statistical analysis, the results in Exhibit 9 are still
suggestive of qualitative differences between risk and preference comparisons when it comes to loss—
gain reflection. While six subjects showed statistically significant ‘refiection’ for preference, none did for
risk. Only two subjects showed comparison ‘consistency,’ i.e., ‘nonreflection’ for preference, but seven
did so for risk.

DISCUSSION

Experiments 1 and 2 established that loss and gain components of a risky prospect combine additively
in the determination of its perceived risk. This result rules out (at least for money lotteries with outcome
ranges studied here) all of Fishburn’s (1982) risk functions which are multiplicatively separable in gain
and ioss components. To what extent additive separability holds for different outcome domains (e.g.,
health outcomes, or mortality estimates) or even for different ranges of financial cutcomes is open to
further empirical verification.

The Luce and Weber (1986) CER meode! thus appears to be one of the most viable quantitative risk
- models. Even though derived from different considerations, the CER model could be seen as an
elaboration and extension of Coombs and Lehner’s (1984) bilinear risk model which had as its demain
only two-outcome gambles. Both are additively separable in gain and loss components. In both models,
probabilities and outcomes combine in a multiplicative fashion. (In the CER model, probabilities also
enter as separate additive components.) The CER model is more specific that the bilinear model by
specifying the particular candidates for the four subjective transformation functions of the probability
of gain and of loss, and for the gain and loss outcomes postulated by Coombs and Lehner. As already
mentioned, it also specifies how multiple positive (negative) outcomes may be integrated into a single
gain (loss) contribution,

Experiment 3 indicates that at least some of the assumptions underlying the CER model will need to
be modified. It was demonstrated that expectation principle violations, while less frequent for risk
than for preference, do occur. As discussed by Luce and Narens (1985), such violations may be the
result of monotonicity violations per se, or they may be the result of ‘probability accounting’ violations.
The (subjective) probability of pg may not equal the product of the subjective probabilities of p and g.
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The CER model in its current form does not make use of a subjective probability transformation and
thus cannot model such probability accounting patterns. These two explanations can be experimentally
differentiated, and data suggesting that monotonicity per se is probably not viclated are reported in
Weber and Bottom (1988). The unsystematic violations in Experiment 3 also seems to suggest that
something pervasive such as nonlinear subjective probabilitics may be the source of the effect.

If true, the CER model would need to be modified to a subjective conjoint expected risk model, One
puzzling result, in this context, is the failure of Experiment 3 to find co-occurrences of risk and
preference expectation principle viclations. If nonlinear subjective probability values are causing the
Allais-type violations, why are violations for risk and preference seemningly unrelated? One possible
explanation is that subjective probabilities are assessed differently when the judgment or comparison is
one of risk ratker than of preference. This interesting possibility would need further Investigation.

While outside the scope of a current study, a comparison of different (direct and indirect) measures of
risk attitude may provide useful insights into the relationship between risk perception and preference or
choice,
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